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Abstract

NCCLS document EP5-A2, Evaluation of Precision Performance of Quantitative Measurement Methods; Approved Guideline—Second Edition provides guidance and procedures for evaluating the precision of in vitro diagnostic devices and includes recommendations for manufacturers in evaluating their devices and methods when establishing performance claims. Included are guidelines for the duration, procedures, materials, data summaries, and interpretation techniques that are adaptable for the widest possible range of analytes and device complexity. The procedures are designed for manufacturers or developers of clinical laboratory measurement methods, and for users of those methods who wish to determine their own performance capabilities or to verify claims from a manufacturer. A balance is created in the document between complexity of design and formulae, and simplicity of operation.
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Foreword

Current clinical chemistry literature contains numerous examples of product evaluations. Many of these use the basic concepts that are included in this guideline. While more complex and customized experimental designs have been used for both published studies and regulatory purposes in special cases, there still appears to be a strong need in the clinical community for the basic approaches to quantitative precision assessment to be described, as well as their rationales.

In order to address this need, the committee has drawn on the experience of users, representatives of industry, statisticians, chemists, laboratory personnel, regulatory authorities, and medical personnel for developing this guideline. The extremely wide variety of in vitro diagnostic devices currently available made it apparent that a single experimental design would not be appropriate for all devices. Therefore, this guideline has been constructed to provide primarily conceptual guidance on the duration, procedures, materials, data summaries, and interpretation techniques that would be adaptable for the widest possible range of analytes and device complexity. Illustrations of each step of the evaluation, with an example of a typical experimental design, have also been provided.

In development of this protocol, many recommendations for duration, inclusion of quality control, and methods of determining the components of precision were carefully considered. The resultant protocol creates a balance between complexity of design and formulae, and simplicity of operation. For ease of use, an appendix (Appendix C) has been included that provides guidelines for modifying the design and calculations when appropriate.

Since its publication as a tentative guideline in 1992 and then as an approved guideline in 1999, document EP5 has been widely used by device manufacturers to establish precision claims for their methods, and by laboratories to determine the performance of methods in their use. In preparing EP5-A2, the Area Committee on Evaluation Protocols sought to retain the experimental procedures while harmonizing the terminology with current international recommendations. Along with terminology changes, text has been added to distinguish different users of the document, and sections were added on Scope and Definitions, per current NCCLS document format. Comments received on the present edition are included in the comment/response summary starting on page 35. The area committee plans to broaden the scope of the next revision of this document to address more complex procedural issues and expand the statistical analysis involved in evaluating precision.

The various components of precision in EP5-A2, especially “within-laboratory precision,” could be important components of measurement uncertainty (MU), per current ISO usage: “a parameter, associated with the result of a measurement that characterizes the dispersion of the values that could reasonably be attributed to the measurand.” However, EP5-A2 procedures cannot be used alone to estimate MU. There are other components for many analytes, and different ways to combine them. Fully ISO-compliant calculations of measurement uncertainty involve concepts and procedures that are beyond the scope of the current document, but may be addressed in the next edition.

A Note on Terminology

NCCLS, as a global leader in standardization, is firmly committed to achieving global harmonization in terminology wherever possible. Harmonization is a process of recognizing, understanding, and explaining differences in terms while taking steps to achieve worldwide uniformity. NCCLS recognizes that medical conventions in the global metrological community have evolved differently in the United States, Europe, and elsewhere; that these differences are reflected in NCCLS, ISO, and CEN documents; and that legally required use of terms, regional usage, and different consensus timelines are all obstacles to harmonization. In light of this, NCCLS recognizes that harmonization of terms facilitates the global application of standards and deserves immediate attention. Implementation of this policy must be an evolutionary and educational process that begins with new projects and revisions of existing documents.
In order to align the usage of terminology in this document with that of ISO, the term *sample* has replaced the term *specimen* and the term *measuring range* has replaced the term *reportable range*. The users of EP5-A2 should understand that the fundamental meanings of the terms are similar, and to facilitate understanding, where appropriate, the terms are defined along with their ISO counterpart in the guideline’s Definitions section. (See Section 4.)

The term *precision* is always used as a measure of “closeness of agreement between independent test/measurement results obtained under stipulated conditions.” The terms in this document are consistent with uses defined in the ISO 3534 and ISO 5725 series of standards. In these models, *repeatability* and *reproducibility* are considered to be the extreme measures of precision, with repeatability being the smallest measure (same operator, method, equipment, time, and laboratory) and reproducibility being the largest (different operator, equipment, and laboratory). All other measures of precision are “intermediate measures” and must be explicitly described. Reproducibility is not estimated in EP5-A2, since the protocol does not require multiple laboratories. All other measures of precision from EP5-A have been retained, although the term *total precision* was eliminated, because it was not clearly defined. In this document, *total precision* has been replaced by *within-laboratory* or *within-device*, depending on whether the laboratory or manufacturer is deriving the estimate.

**Key Words**

Evaluation protocol, experimental design, medical devices, outlier, precision, quality control
Evaluation of Precision Performance of Quantitative Measurement Methods; Approved Guideline—Second Edition

1 Scope

This document provides guidelines for experiments to evaluate the precision performance characteristics of quantitative measurement methods and devices. It includes protocols for developers of testing methods or devices, and protocols for users of these methods who wish to determine their own performance capabilities. These procedures may not be appropriate for some quantitative methods for which adequate test materials do not exist.

2 Introduction

This document is for manufacturers of in vitro diagnostic (IVD) devices and developers of clinical laboratory measurement methods who wish to establish the precision capabilities of their methods. It is also for the users of those methods who wish to verify the validity of performance claims, or who simply want to measure their own precision. Users of automated measurement procedures who wish only to apply a minimal protocol to verify the validity of a manufacturer’s claims for precision should follow the guidance of the most current edition of NCCLS document EP15—User Demonstration of Performance for Precision and Accuracy. The guidelines are fully general for these situations, because they include considerations of goals for the reliability of the precision estimates.

This document also applies to laboratories that make significant modifications to current methods. When using a modification of an in vitro diagnostic (IVD) device or method, a user needs to verify that essential performance characteristics of the device have not changed. Comparison to original claimed precision performance may not be valid. Examples of typical modifications are the use of reagents, sample sources, calibrating or control materials, or operating procedures that are different from those stated in the manufacturer’s labeling (instructions for use).

3 Standard Precautions

Because it is often impossible to know what might be infectious, all patient and laboratory specimens are treated as infectious and handled according to “standard precautions.” Standard precautions are guidelines that combine the major features of “universal precautions and body substance isolation” practices. Standard precautions cover the transmission of all infectious agents and thus are more comprehensive than universal precautions which are intended to apply only to transmission of blood-borne pathogens. Standard and universal precaution guidelines are available from the U.S. Centers for Disease Control and Prevention (Guideline for Isolation Precautions in Hospitals. Infection Control and Hospital Epidemiology. CDC. 1996;17(1):53-80 and MMWR 1988;37:377-388). For specific precautions for preventing the laboratory transmission of all infectious agents from laboratory instruments and materials and for recommendations for the management of exposure to all infectious disease, refer to the most current edition of NCCLS document M29—Protection of Laboratory Workers from Occupationally Acquired Infections.

4 Definitions

Analyte – Component represented in the name of a measurable quantity; NOTES: a) This includes any element, ion, compound, substance, factor, infectious agent, cell, organelle, activity (enzymatic, hormonal, or immunological), or property, the presence or absence, concentrations, activity, intensity, or other characteristics of which are to be determined; b) In the type of quantity “mass of protein in 24-hour
urine,” “protein” is the analyte. In “amount of substance of glucose in plasma,” “glucose” is the analyte. In both cases, the long phrase represents the Measurand (ISO 17511); c) In the type of quantity “catalytic concentration of lactate dehydrogenase isoenzyme 1 in plasma,” “lactate dehydrogenase isoenzyme 1” is the analyte (ISO 18153).

Imprecision – Dispersion of independent results of measurements obtained under specified conditions.

Intermediate precision (measure) – Precision under intermediate precision conditions.

Intermediate precision conditions – Where test results or measurement results are obtained with the same method, on identical test/measurement items in the same test facility, under some different operating condition; NOTES: a) There are four elements to the operating conditions: time, calibration, operator, and equipment; b) the changed elements in operating conditions must be noted; this could include precision estimates commonly called, for example “between-run,” “within-day,” “between-day,” “within-device,” and “within-laboratory.”

Measurand – Particular quantity subject to measurement (VIM93); NOTE: This term and definition encompass all quantities, while the commonly used term “analyte” refers to a tangible entity subject to measurement. For example, “substance” concentration is a quantity that may be related to a particular analyte.

Measuring range/(Reportable range) – A set of values of measurands for which the error of a measuring instrument is intended to lie within specified limits; NOTES: a) For this document, the range of values (in units appropriate for the analyte [measurand]) over which the acceptability criteria for the method have been met; that is, where errors due to nonlinearity, imprecision, or other sources are within defined limits; b) Formerly Reportable range – The range of test values over which the relationship between the instrument, kit, or system’s measurement response is shown to be valid.

Precision – Closeness of agreement between independent test/measurement results obtained under stipulated conditions.

Repeatability conditions – Conditions where independent test results are obtained with the same method on identical test material in the same laboratory by the same operator using the same equipment within a short interval of time (ISO 3534-1); NOTE: Formerly termed within-run precision.

Repeatability (of results of measurements) – Closeness of the agreement between results of successive measurements of the same measurand carried out under the same conditions of measurement (VIM93).

Reproducibility conditions – Conditions where test results are obtained with the same method on identical test items in different laboratories with different operators using different equipment (ISO 5725-1).

Reproducibility (of results of measurements) – Closeness of the agreement between the results of measurements of the same measurand carried out under changed conditions of measurement (VIM93).

Run – An interval within which the trueness and precision of a testing system is expected to be stable, but cannot be greater than 24 hours or less than the frequency recommended by the manufacturer (US CFR493 February 28, 1992); NOTE: (ISO3534-1/93-2.48) defines “run” as follows: In a series of observations of a qualitative characteristic, the occurrence of an uninterrupted series of the same attribute is called a “run.”
Sample – One or more parts taken from a system, and intended to provide information on the system, often to serve as a basis for decision on the system or its production; NOTE: For example, a volume of serum taken from larger volume of serum.

Within-device/Within-run precision – See Intermediate precision conditions.

5 Symbols Used in Text

A standard deviation of the run means
B standard deviation of the daily means
\( \chi^2 \) Chi-square statistic for testing manufacturers’ claims
I total number of days (generally 20)
J number of runs within-day (generally 2)
MD mean square for days
ME mean square for within-run (error)
MR mean square for runs
R total number of runs (1+degrees of freedom for \( S_T^2 \))
\( S_{dd} \) estimate of between-day standard deviation
\( S_r \) estimate of repeatability standard deviation (within-run precision)
\( S_{rr} \) estimate of between-run standard deviation
\( S_T \) estimate of within-device or within-laboratory precision standard deviation
\( \sigma_r \) performance claim repeatability standard deviation (within-run precision)
\( \sigma_T \) manufacturer’s claim of total standard deviation or medically required standard deviation
T 1+degrees of freedom for \( S_T \)
\( X_{ijk} \) result for run j on day i (result of replicate k on run j on day i; generally k = 1 or 2)
\( \overline{X}_{i\cdot} \) average result of the replicates for run 1, day i
\( \overline{X}_{\cdot\cdot} \) average of all results day i
\( \overline{X}_{\cdot\cdot\cdot} \) average of all results
6  Overview of the General Precision Evaluation Experiment

6.1  General Guidelines

Proper evaluation of an analytical device requires:

• sufficient time to become familiar with the mechanics of operation and maintenance of the device according to the manufacturer’s instructions;

• sufficient time to become familiar with the steps of the evaluation protocol;

• maintenance of the device in proper quality control during the entire period of the evaluation;

• sufficient data and an appropriate experiment that is of sufficient duration to generate adequate samples. (Data and experiment duration are critical in that precision estimates should have a sufficient number of degrees of freedom. This should properly reflect long-term performance of the device during a period of routine workload in the laboratory or for the customers); and

• statistically valid data analysis procedures.

How “sufficient data” is defined will depend on the ultimate use for the data and how well the precision of the device is determined.

6.2  Device Familiarization Period

The first step is to become familiar with the device, and with all aspects of set-up, operation, maintenance, and other factors in its routine laboratory use. Users can do this after or concurrently with the training period suggested by the manufacturer.

6.3  Protocol Familiarization Period

The first five operating days of the precision evaluation experiment should be used to become familiar with the experimental protocol itself. While practicing the experiment, any serious problems with the device should be detected. Data should be collected during this period, because it may be useful at the end of the experiment. Preliminary acceptability tests can be performed for precision and other characteristics not addressed in this guideline (such as linearity and drift) as described in NCCLS document EP10—Preliminary Evaluation of Quantitative Clinical Laboratory Methods.

6.4  Precision Evaluation Experiment

Once familiarity with the device is achieved, the precision evaluation experiment can be started. A minimum of 20 operating days is recommended for the precision evaluation experiment. Because day-to-day imprecision may be large, performance must be evaluated long enough to ensure that the separate components of error are adequately covered by the experiment.

During each of the testing days, two separate runs (when “runs” are an important component of the target device operating procedure) with two test samples at each of at least two levels of analyte concentration should be analyzed. In addition to the test samples, at least one quality control sample should be analyzed in each run. The laboratory’s routine quality control procedures and materials (if appropriate) should be used during the evaluation.
If “runs” do not constitute an aspect of the device under consideration, then the four samples at each level should be analyzed as two sets of pairs, under repeatability conditions, at different times during the day. The paired results should be treated the same as two results obtained in the same run.

If a manufacturer of IVD devices or a method developer wishes to obtain estimates of the reproducibility of the method, he/she should run the protocol on multiple devices, in different locations, using different operators on each device. This is described more fully in Section 11.

6.5 Completing the Precision Experiment

After this protocol familiarization period, the experiment should be continued for 15 (or more) days. At the end of each five operating days, the control limits should be recalculated on a set of quality control charts and all data checked for acceptability. If this process identifies outliers, every attempt should be made to determine the cause of the problem. Data may not be rejected without valid justification, since this will lead to understatement of precision performance. When the precision experiment is completed, the appropriate statistical calculations on the data are performed. If the evaluator determines that a “learning curve” (or trend) is apparent during the protocol familiarization period, the earliest data may be excluded and replaced with an equal amount of data collected at the end of the originally scheduled evaluation period.

6.6 Comparison to Other Precision Evaluations

Other procedures sometimes used for evaluating precision consist of a single run of 20 observations for repeatability, or taking a single observation (or just a few) at a given concentration each day for 10 or 20 days for total imprecision (usually incorrectly calculated and erroneously labeled day-to-day precision). These procedures have serious drawbacks, since they fail to include significant sources of variation, and are specifically not recommended in this protocol.

When a single run is used to estimate repeatability (within-run imprecision), there is a significant risk that the operating conditions in effect at the time of that single run may not reflect usual operating parameters, thus adversely affecting the estimate. Furthermore, there is no way to determine how representative of expected performance that single run may be. For this reason, this document recommends that repeatability be estimated by “pooling” the within-run precision estimates over many runs, thus ensuring a more robust and representative estimate that should represent future performance under a variety of routine conditions.

Intermediate measures of precision calculated with procedures in this document will be independent of the number of days and runs within a day used to estimate it (which traditional methods are not). These procedures correctly combine the effect of repeatability, and between-run and between-day components of precision (which will vary in relative size from method to method), and avoid the error of using incorrect terms for precision (such as “day-to-day”).

Manufacturers, regulators, and purchasers of commercial methods should ensure that an appropriate design has been used to account for all major sources of variation, and that proper statistical methods have been used to correctly adjust for number of observations per run and per day.

7 Statistical Power of Precision Estimates

7.1 Precision and Confidence

When designing an evaluation experiment, it must be decided beforehand how well the actual precision of the device is to be determined. Each time a certain precision protocol is run, an estimate of the precision
of the device is obtained. When this same protocol is rerun in the same laboratory with a device that is in control, a different estimate of the precision will result even though the actual precision is the same.

These estimates of precision might be expected to scatter around the “true” value, and the estimates obtained from more observations to cluster more closely around the “true” precision. In general, a larger number of observations leads to more confidence in an estimate, and the more confidence in an estimate, the more one has in the “statistical power” to detect performance that is different from the claim.

7.2 Statistical Comparison with the Manufacturer

With this precision evaluation experiment, estimates can be compared for repeatability and other measures of precision with those from the manufacturer. The statistical power of such comparisons can be calculated, that is, how much the estimates statistically differ from claimed performance based on the number of degrees of freedom of these estimates.

This extremely important concept can be used to illustrate that an estimate of repeatability based on 100 degrees of freedom can detect relatively small deviations from claimed performance. Likewise, an estimate of repeatability based on only, for example, 10 degrees of freedom will detect only major departures from claimed performance and thus, a test based on such an estimate has low statistical power.

If the estimate has 40 degrees of freedom, there is a greater statistical power and the estimate can detect smaller, though still clinically important, departures from claimed performance. This is an important aspect in the design of any evaluation experiment.

8 Device Familiarization Period

8.1 Purpose

The operation, maintenance procedures, methods of sample preparation, and calibration and monitoring functions required must be learned. Many manufacturers of clinical chemistry devices provide operator training. The device should be set up and operated in the individual laboratory long enough to understand all of the procedures involved to avoid problems during the actual evaluation of its performance. This should include testing actual sample material, including pools, controls, leftover serum (if appropriate), or any other test materials appropriate for the device.

All possible contingencies (such as error flags, error correction, calibration, etc.) that might arise during routine operation should be carefully monitored. Data should not be collected during this period. The device familiarization period is not complete until the user can demonstrate that he/she can operate the device properly.

8.2 Duration

A five-day familiarization period is adequate for most devices. A shorter or longer period may be appropriate, depending on the complexity of the device and the skill level of the operator.

9 Protocol Familiarization Period (for Users and Manufacturers)

9.1 Purpose

An evaluation experiment often involves steps not ordinarily encountered during routine laboratory conditions. To keep these unfamiliar steps from adversely affecting the results of the evaluation experiment, the experiment should be practiced for some time before starting the protocol. Use of this
period will ensure understanding of the protocol. The experiment should be run as described in the next section using the regular test materials and quality control materials in the laboratory.

### 9.2 Duration

This protocol familiarization should be continued until data are obtained without operational difficulty for a minimum of five operating days. This period can be extended as necessary for complex devices.

### 9.3 Use of Data

The data collected without operational difficulty during those five or more days should be incorporated into the estimation of precision along with data collected during subsequent operation of the protocol, if in the opinion of the evaluator these data are consistent with subsequent data. All data should be subjected to quality control acceptability checks as described below.

### 9.4 Quality Control Procedures

It is assumed that the device is operating in a stable condition while collecting the data during the protocol familiarization stage. To justify this assumption, the performance of the device should be monitored with quality control samples and routine quality control procedures. The trial control limits should be calculated after completing this phase of data collection. If these trial control limits do not reasonably agree with the manufacturer’s performance claims for the device, the manufacturer should be contacted before the experiment is continued.

### 9.5 Additional Evaluations

While practicing the experiment, other features of the device can be checked. Linearity, trueness (recovery), or any other feature not discussed in these guidelines can be tested. These tests should be used to see if there are any serious problems with the device. If there are any problems, the manufacturer should be contacted to determine the cause of the problem. The decision of whether the device is acceptable should not be made solely on the basis of these limited preliminary tests.

### 9.6 Preliminary Precision Evaluation

At or near the end of the protocol familiarization period, an initial evaluation of repeatability should be conducted. Twenty aliquots of an appropriate test material (or a complete “batch” if less than 20) should be assayed in sequence. Ideally, two or more concentration levels should be used. The standard deviation and coefficient of variation of the results should be calculated. If a considerable discrepancy from expected results is found, the manufacturer should be contacted and no further testing should be conducted until the problem is solved. It should be emphasized that this single run test is not sufficient to judge the acceptability of the device. It can only identify problems that should be solved before continuing the evaluation. These data are used only for this one-time verification.

### 10 Precision Evaluation Experiment

This describes the basic protocol for estimating repeatability and within-laboratory precision for a single device, or a method as used in a single laboratory. It is for use by laboratories for estimating the precision of their device or method. It is also the basic protocol for use by manufacturers and method developers, if they follow the additional guidelines described in Section 11.
10.1 Components of Precision

The main objective of the precision evaluation experiment is to estimate the precision of the device or measurement method as used on a single instrument in a single laboratory. Intuitively, this precision is the variability of the device when used over an indefinitely long period. To some degree, several sources of variability contribute to this long-term precision. Generally, it is sufficient to design the experiment so that all these sources will influence the within-laboratory precision estimate without trying to determine the relative size of each source or component. Terms used to describe the time-related components of precision include:

- repeatability;
- between-run precision;
- within-day precision;
- between-day precision; and
- within-laboratory precision.

Of these, the repeatability and within-laboratory precision are generally of most interest. The experiment described in this section was designed to provide estimates of within-laboratory precision and repeatability of the device during operation in the laboratory. It was not attempted to incorporate specifically in this experiment separate estimates of other possibly significant sources of variability such as calibrator or reagent lot differences or technologist/operator differences; however, in Section 11 it is suggested that manufacturers should include such factors, as well as variability between devices in different locations. Other factors that influence precision, such as sample preparation, test material stability, carryover, and drift (refer to NCCLS document EP10—Preliminary Evaluation of Quantitative Clinical Laboratory Methods) are included in this protocol as sources of within-laboratory imprecision, but are not estimated separately.

10.2 Reagents and Calibration Materials

A single lot of reagents and calibration materials may be used for the entire protocol, but interpretation (and explicit labeling, when appropriate) of results must include this fact, and results may underestimate true long-term, within-laboratory (or within-device) precision. Introducing several lots of these materials will increase the observed variability, and although the experiment does not allow for separately estimating the effects of these factors, it may better represent the real precision performance of the device.

10.3 Test Materials

10.3.1 Matrix

The test materials should be selected to simulate the characteristics of the appropriate clinical samples. Stable, frozen pools are preferred when appropriate and available. When necessary, stable, commercially available, protein-based materials may be used.

10.3.2 Concentrations

Test materials should be chosen carefully by considering several criteria. Two concentrations are recommended, although more may be used. In this protocol precision is estimated separately for each level tested; there is no pooling or averaging across levels. If the precision estimates or relative precision
estimates are the same at these levels, then there is evidence of constant precision (or relative precision). If the estimates are not similar, then there may be a need to test more levels.

Concentrations that span a significant portion of the measuring range of the device should be selected whenever possible. If more than two concentrations are available, additional concentrations as close as possible to the “medical decision levels” used in the laboratory should be chosen. To compare evaluation results to published performance claims, concentrations should be chosen that correspond to the levels in those claims.

When establishing claims, a high level, a low level, and a level near a decision point should be tested. If the three levels show constant precision or constant relative precision, then three levels are sufficient. If the estimates are not similar or if there are large differences in the precision estimates at the three levels, then more levels should be tested to fully describe the performance of the method.

10.4 Number of Runs and Days

10.4.1 General Guidelines

The experiment and calculations described in this document are one example of an evaluation design. This experiment and its calculations are an example of a balanced design (a fully nested Model II ANOVA), which is appropriate for most clinical chemistry systems and devices. Other designs may be more appropriate for specific systems, but the required calculations and statistical interpretations will be different.

The precision evaluation experiment requires a sufficient amount of data, so the estimates of precision properly reflect the true precision parameters of the device. A minimum of 20 acceptable operating days is generally necessary to achieve this, except in situations where this is known not to be a factor. During the first five days of the experiment, the user should become familiar with the protocol as described in Section 9.

A short-run method has a run duration of less than two hours, while a long-run method (such as RIA) has a considerably longer “run,” generally done once per shift. For long-run methods, the one run per day procedure in Appendix C should be used; for short-run procedures, the test samples may be tested anywhere in the run. For the purposes of the analysis of variance, an evaluation run is a discrete time period of data collection designed to enable the estimation of variability (or drift) within a day. For some devices, such as random-access, discrete, or unitary devices, the concept of a “run” may not be appropriate. In this case, samples should be run in pairs under repeatability conditions at random times throughout a working shift to simulate the actual operation of the device.

10.4.2 Specific Procedures

See Sections 6.2 (Device Familiarization Period) and 6.3 (Protocol Familiarization Period) for initial steps in the evaluation process.

The following steps shall be taken within each day:

1. Analyze two runs or batches.

2. If a run must be rejected because of quality control procedures or operating difficulties, conduct an additional run after an investigation is conducted to identify and correct the cause of the problem.

3. Within each run or batch, analyze two aliquots of test material for each concentration used.
(4) Include in each run the quality control samples ordinarily used to judge the acceptability of the run or day.

(5) Change the order of analysis of test materials and quality control samples for each run or day.

(6) To simulate actual operation, include at least ten patient samples in each run whenever possible.

(7) Separate the runs performed each day by a minimum of two hours.

10.5 Recording the Data

Appendix A contains examples of data recording sheets to summarize data. This type of summary is valuable in the statistical analysis described below. If the number of runs, days, or observations is changed, a similar sheet should be created, the resulting data transcribed onto it, and the necessary calculations adjusted accordingly.

10.6 Quality Control Procedures

10.6.1 General Guidelines

Normal quality control procedures should be conducted during the precision evaluation experiment. At least one quality control sample at an appropriate concentration should be included in each run. If two or more concentrations for quality control are ordinarily used, this method should be continued throughout the evaluation experiment. For guidance on quality control practices refer to NCCLS document C24—Statistical Quality Control for Quantitative Measurements: Principles and Definitions.

10.6.2 Statistical Quality Control Charts

Preliminary statistical quality control charts should be set up for the device at the end of the protocol familiarization period (i.e., the first five acceptable days of the precision data collection period). The following procedure should be followed:

(1) Calculate the center lines, warning limits, and out-of-control limits from these initial data according to usual practices.

(2) Plot all subsequent quality control data on the charts.

(3) If at any point an out-of-control condition is detected, determine the cause, eliminate the offending point, and then repeat the run. It is suggested, since there is low statistical power with these preliminary estimates, that ±3 SDs be used as indications for investigation, and ±4 SDs be used for rejection. It is not acceptable to simply rerun a control sample to see if the new point is inside the control limit.

(4) After each of the five days of data collection, recalculate the center lines and control limits of each chart from all acceptable data collected thus far.

(5) If the previously acceptable results are now unacceptable, continue the precision experiment to obtain the proper number of days.

(6) Maintain a record of the number of rejected runs.
10.7 Detection of Outliers

A detection criterion for outliers must be defined to use during the precision evaluation experiment. The detection criterion is needed to be certain that operational problems will not unduly distort the resulting data and precision estimates.

Assuming appropriate quality control procedures will be used during the experiment, a fairly weak (low power) test is suggested to detect gross outliers in the data. The outlier test is derived from the data collected during the preliminary precision test. Data collected during each run of the precision evaluation experiment are in pairs (duplicates). The following test should be used:

1. If the absolute value of the difference between the replicates exceeds 5.5 times the standard deviation determined in the preliminary precision test (see Section 9.6), the pair should be rejected.

2. If such an outlier is found, the cause of the problem should be investigated, and the run repeated for that analyte. The value 5.5 is derived from the upper 99.9% value of the normalized range for the difference between two observations. NOTE: This test should be used when the concentration of the preliminary test material is reasonably close to the concentration of the evaluation test material.

The evaluator may wish to schedule additional days of evaluation at the outset of the investigation, to allow for potential run rejections, if needed. If more than 5% of the runs need to be rejected and no assignable cause can be found, then the investigator should consider the possibility that the device is not sufficiently stable to allow a valid variability assessment.

10.8 Statistical Calculations for Precision

After collecting the data and transcribing them onto an appropriate recording sheet, the calculations described in this section should be performed. A sample completed recording sheet can be found in Appendix B, along with the associated calculations. Separate calculations should be performed for each concentration, and all data checked against the outlier criterion described in Section 10.7.

10.8.1 Repeatability Estimate

The estimate of repeatability is derived from the following formula:

\[
S_r = \sqrt{\frac{\sum_{i=1}^{I} \sum_{j=1}^{2} (X_{ij1} - X_{ij2})^2}{4I}}
\]

where:

- \( I \) = total number of days (generally 20)
- \( j \) = run number within-day (1 or 2)
- \( X_{ij1} \) = result for replicate 1, run \( j \) on day \( i \)
- \( X_{ij2} \) = result for replicate 2, run \( j \) on day \( i \).

Two results are needed on each of two runs for every day to use the above formula. If only one run is available on a given day, this formula can still be used (except \( j=1 \)). As long as there are no more than 10% of the evaluation days with missing runs (i.e., only one run) in the two-run-per-day experiment, the resulting statistical calculations will be valid. See Appendix C for formulas to use when there is only one run on each day.
10.8.2 Estimates of Within-Device (or Within-Laboratory) Precision

Several quantities are required to determine estimates of precision for a device or within a laboratory. The calculations below will be needed:

\[ A = \sqrt{\frac{\sum_{i=1}^{I} (X_{i,1*} - X_{i,2*})^2}{2I}} \]  

(2)

where:

- \( I \) = number of days (with two runs)
- \( X_{i,1*} \) = average result run 1, day i (average of the two replicates)
- \( X_{i,2*} \) = average result run 2, day i (average of the two replicates).

A is calculated by squaring the difference between the first run analysis average and the second run analysis average for each day, summing up these quantities for all days, dividing by \( 2I \), and taking the square root. This calculation should not be used if the data were generated on a day with only one run.

The second quantity is:

\[ B = \sqrt{\frac{\sum_{i=1}^{I} (X_{i,*} - \bar{X})^2}{I - 1}} \]  

(3)

where:

- \( I \) = number of days
- \( X_{i,*} \) = average of all results day i
- \( \bar{X} \) = average of all results.

This is the standard deviation of the daily means, as identified in Data Sheet #3 in Appendix A.

The following are then calculated:

\[ S_{dd}^2 = B^2 - \frac{A^2}{2} \]

where:

- \( S_{dd} \) = estimate of between-day standard deviation.

\[ S_{rr}^2 = A^2 - \frac{S_{dd}^2}{2} \]

where:

- \( S_{rr} \) = estimate of between-run standard deviation.

(set to 0 if negative).
Setting the (possibly) negative variance components to zero follows a widely used convention in statistics. If these calculations are performed with a software package, adherence to the above convention should be assured.

The estimate of within-device or within-laboratory precision is then calculated with the following standard deviation formula:

\[
S_T = \sqrt{S_{dd}^2 + S_{pr}^2 + S_{ri}^2}
\]  \hspace{1cm} (4)

A different result will be obtained from this formula for \(S_T\) compared to that obtained by calculating the standard deviation of all data observed (without regard to day or run). The above formula is the correct way to estimate the precision of a device, because it properly weights the repeatability as well as the between-day and between-run components. The coefficient of variation corresponding to this estimate of precision should be calculated by dividing \(S_T\) by the concentration of the test material and multiplying by 100. The result should be expressed as a percentage.

**10.9 Comparison with Manufacturers’ Claims or Other Performance Criteria**

The precision estimates obtained in the previous section should be compared to performance claims for the precision of the device. The chi-square (\(\chi^2\)) statistic as described below should be used. To use this method, the performance claim is expressed as a point estimate (i.e., a standard deviation). The repeatability and intermediate precision estimates should be compared separately.

**10.9.1 Repeatability Comparison**

The performance claim standard deviation (\(\sigma_r\)) should be denoted. The chi-square test uses the square of both the user’s and manufacturer’s estimates of repeatability. The number of degrees of freedom associated with \(S_r^2\) (the user’s estimated within-run variance) must be known. In the experiment described in this protocol, \(S_r^2\) will have as many degrees of freedom as there were data pairs (replicates within runs) used to calculate it. Thus, this will be equal to the number of runs during the experiment, which will be denoted \(R\) below. The test involves calculating the following:

\[
\chi^2 = \frac{S_r^2 \cdot R}{\sigma_r^2}
\]  \hspace{1cm} (5)

where:

- \(S_r^2\) = square of the user’s estimated repeatability variance
- \(\sigma_r^2\) = square of the manufacturer’s claim of repeatability variance
- \(R\) = the total number of runs (degrees of freedom for \(S_r^2\)).

The calculated \(\chi^2\) should be compared with a statistical table of \(\chi^2\) values, using the upper 95% critical value with \(R\) degrees of freedom (see Table 1). If the calculated value is less than this table value, then the estimate is not significantly different from the claimed value, and this part of the precision claim is accepted.

**NOTE:** The estimate may be larger than the manufacturer’s claim, and still not be significantly different.
### Table 1. Critical Values of Chi-Square

<table>
<thead>
<tr>
<th>df of User Variance Estimate</th>
<th>95% Critical Value</th>
<th>99% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>11.1</td>
<td>1.51</td>
</tr>
<tr>
<td>6</td>
<td>12.6</td>
<td>16.8</td>
</tr>
<tr>
<td>7</td>
<td>14.1</td>
<td>18.5</td>
</tr>
<tr>
<td>8</td>
<td>15.5</td>
<td>20.1</td>
</tr>
<tr>
<td>9</td>
<td>16.9</td>
<td>21.7</td>
</tr>
<tr>
<td>10</td>
<td>18.3</td>
<td>23.2</td>
</tr>
<tr>
<td>11</td>
<td>19.7</td>
<td>24.7</td>
</tr>
<tr>
<td>12</td>
<td>21.0</td>
<td>26.2</td>
</tr>
<tr>
<td>13</td>
<td>22.4</td>
<td>27.7</td>
</tr>
<tr>
<td>14</td>
<td>23.7</td>
<td>29.1</td>
</tr>
<tr>
<td>15</td>
<td>25.0</td>
<td>30.6</td>
</tr>
<tr>
<td>16</td>
<td>26.3</td>
<td>32.0</td>
</tr>
<tr>
<td>17</td>
<td>27.6</td>
<td>33.4</td>
</tr>
<tr>
<td>18</td>
<td>28.9</td>
<td>34.8</td>
</tr>
<tr>
<td>19</td>
<td>30.1</td>
<td>36.2</td>
</tr>
<tr>
<td>20</td>
<td>31.4</td>
<td>37.6</td>
</tr>
<tr>
<td>25</td>
<td>37.7</td>
<td>44.3</td>
</tr>
<tr>
<td>30</td>
<td>43.8</td>
<td>50.9</td>
</tr>
<tr>
<td>35</td>
<td>49.8</td>
<td>57.3</td>
</tr>
<tr>
<td>40</td>
<td>55.8</td>
<td>63.7</td>
</tr>
<tr>
<td>50</td>
<td>67.5</td>
<td>76.2</td>
</tr>
<tr>
<td>60</td>
<td>79.0</td>
<td>88.4</td>
</tr>
<tr>
<td>70</td>
<td>90.5</td>
<td>100.4</td>
</tr>
<tr>
<td>75</td>
<td>96.2</td>
<td>106.4</td>
</tr>
<tr>
<td>79</td>
<td>100.7</td>
<td>111.1</td>
</tr>
<tr>
<td>80</td>
<td>101.9</td>
<td>112.3</td>
</tr>
<tr>
<td>90</td>
<td>113.1</td>
<td>124.1</td>
</tr>
<tr>
<td>100</td>
<td>124.3</td>
<td>135.6</td>
</tr>
</tbody>
</table>

### 10.9.2 Comparison of Precision Estimate

A chi-square test similar to that described above should be used to compare the estimate of within-laboratory (within-device) precision to that claimed by the manufacturer, or to that required by the medical application at the user’s institution. Unlike the repeatability estimate, however, computing the exact number of degrees of freedom for $S_T$ involves a complicated calculation. Because of the structure of the protocol, the user cannot assume that all observations are independent, a necessary assumption before the customary estimate for degrees of freedom (total number observations minus one) can be used. The formula below for $T$ degrees of freedom for $S_T$ takes into account this lack of independence.

Let:

\[
ME = S_r^2 \quad \text{(mean square for within-run, or repeatability variance)}
\]

\[
MR = 2A^2 \quad \text{(mean square for runs)}
\]

\[
MD = 4B^2 \quad \text{(mean square for days)}
\]
where:

$S_r$ is defined in Section 10.8.1, and $A$ and $B$ are defined in Section 10.8.2.

Then, \[ T = \frac{I(2ME + MR + MD)^2}{2ME^2 + MR^2 + \frac{1}{I-1} MD^2} \] (6)

The nearest integer to this calculated value should be used as the appropriate degrees of freedom for $S_T$.

Using this value, the appropriate statistic is as follows: \[ \chi^2 = \frac{S_T^2 \times T}{\sigma_T^2} \] (7)

where:

$S_T^2 = \text{square of the user’s estimate of within-laboratory (within-device) standard deviation}$

$\sigma_T^2 = \text{square of manufacturer’s claim of device standard deviation, or medically required standard deviation}$

$T = \text{degrees of freedom for } S_T$.

If the calculated $\chi^2$ is less than the critical upper 95% $\chi^2$ value (from Table 1), the precision performance is assumed to be acceptable.

If the calculated $\chi^2$ is greater than the critical upper 95% $\chi^2$ value, the precision performance is not within the claimed limits, or is not acceptable for the defined medical application.

The user’s estimate can be larger than the SD claimed by the manufacturer and still be acceptable. Since the user experiment is based on a limited number of observations, there are expected sampling errors of the calculated $S_r$ and $S_T$ around the true values. The larger the user experiment, the closer the estimates will be to the true value. The chi-square test is used to determine if the user’s estimates are significantly larger than those provided by the manufacturer.

Including a list of analyte-specific, “acceptable” standard deviations is not within the scope of this document. It is suggested that the medical staff of the user’s institution be consulted or the technical literature examined to develop an appropriate numerical definition or standard for acceptable standard deviation of each analyte.

**11 Use of These Guidelines by Manufacturers to Establish Precision Performance**

**11.1 Factors to be Considered**

The experiment described in this document can be used by manufacturers to establish precision performance claims for repeatability, device precision, and related coefficients of variation. However, the goal of the manufacturer should be to establish these point estimates with sufficient rigor, so they will be valid over the wide variety of operating environments that individual users may encounter in the routine use of the method, device, or instrument.

The manufacturer may choose to employ a single reagent lot, calibration cycle, device, and operator for a minimum of 20 days to estimate the device’s precision. This approach minimizes the effects of factors (which increase long-term imprecision) and increases the manufacturer’s risk that individual users may
not be able to achieve similar results in their laboratories. This risk may be reduced by incorporating multiple locations, devices, operators, reagent lots, calibrator lots, and calibration cycles (if appropriate), which will generally increase the precision standard deviation. Including additional sources of variation should better reflect the range of results that will be experienced by customers.

If these experiments are used by manufacturers to establish precision claims, the resulting labeling must include a statement regarding the number of locations, days, runs, devices, operators, calibration cycles, calibrator lots, and assay reagent lots that were included in the evaluation.

11.2 Incorporating Multiple Factors

Two approaches are available for incorporating the effects of multiple factors in the data. The first method is to perform the basic two-runs-per-day experiment described in this document, but using multiple reagent lots, calibration cycles, operators, and instruments over the course of the 20 or more days of the evaluation experiment. The data may be analyzed and summarized according to the formulae provided, but will now reflect the influence on precision performance of those factors which were incorporated into the design of the experiment. The estimates will then better reflect the range of precision likely to be experienced in users’ laboratories. If this approach is used, the manufacturer should consider extending the protocol to more than 20 days.

The second method permits the use of multiple instruments providing more than two runs per day. In this situation, the general nested analysis of variance should be used to determine the components of variance that pertain to each individual instrument, incorporating multiple reagent and calibrator lots, calibration cycles, and operators. The estimates for each instrument may then be “pooled” to create the precision performance claims, or results may be presented individually. This pooling may be done only when each instrument is evaluated with multiple operators, reagent lots, and calibrator lots, not when there is only one such factor level per device. This method will reflect variations in precision performance between different instruments without incorporating the actual instrument-to-instrument component which would not be applicable to single-instrument users. When this procedure is used, an additional intermediate precision component will be produced for between-device precision.

Reproducibility precision can be estimated by conducting precision experiments in different locations (for example, multicenter trials), and isolating between-laboratory variance from the within-laboratory components. Variability between laboratories is often the largest single component of variability. Therefore, reproducibility is often the largest component of method variability, and repeatability is often the smallest component—the irreducible inherent variability of the method. Intermediate components (between run, between day, etc.) are often sources under the watch of the individual laboratory. The exact calculations for multilaboratory or multi-instrument designs are beyond the scope of this document but may be found in standard references on the analysis of variance or in ISO 5725-2.

It must be noted that regulatory agencies may require identification, evaluation, and estimation of variance components beyond those employed in a user precision evaluation when this guideline is employed by manufacturers. In cases where additional components need evaluation, it is suggested that a statistician be consulted for appropriate experimental designs.

11.3 Format for Statement of Claims

Labeled claims for precision performance must include the following information, except where noted as optional:

- concentrations at which claim is made;
• point estimates (single value parameter estimate) of repeatability standard deviation at every level tested;

• repeatability percent coefficient of variation (optional);

• point estimate of within-device (or within-laboratory) precision standard deviation at every level tested;

• within-device or within-laboratory precision percent coefficient of variation (optional);

• confidence intervals on repeatability and device standard deviation (optional);

• actual number of days involved in the experiment, and number of sites;

• actual total number of runs (if applicable);

• total number of observations (optional);

• number of instruments/devices used in the evaluation, and how results were pooled;

• number of reagent lots; and

• number of calibration cycles and calibration lots.

A manufacturer may elect to include a table of expected maximum observed standard deviation (tolerance limit) for the repeatability and within-laboratory precision SDs, indexed by degrees of freedom (df). This will provide the user of the method with a benchmark to indicate that small verification experiments may result in calculated estimates slightly higher than the published SD point estimate and still demonstrate statistically equivalent precision. Table 2 may be used for the multipliers of the claimed SDs to create a table that may look like this:

<table>
<thead>
<tr>
<th>df for User Experiment</th>
<th>Acceptable SD Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>14.2</td>
</tr>
<tr>
<td>20</td>
<td>13.1</td>
</tr>
<tr>
<td>30</td>
<td>12.6</td>
</tr>
<tr>
<td>40</td>
<td>12.4</td>
</tr>
<tr>
<td>100</td>
<td>11.7</td>
</tr>
</tbody>
</table>

The purpose of such a table in a labeling claim would be to simply illustrate the sometimes confusing fact that a user verification estimate can sometimes be higher than the published SD point estimate, and still be used to verify a claim.
<table>
<thead>
<tr>
<th>df for User SD Estimates</th>
<th>Upper 95% Tolerance Limit for 95% of User Estimates&lt;sup&gt;†&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.35</td>
</tr>
<tr>
<td>20</td>
<td>1.25</td>
</tr>
<tr>
<td>30</td>
<td>1.20</td>
</tr>
<tr>
<td>40</td>
<td>1.18</td>
</tr>
<tr>
<td>50</td>
<td>1.16</td>
</tr>
<tr>
<td>60</td>
<td>1.15</td>
</tr>
<tr>
<td>70</td>
<td>1.14</td>
</tr>
<tr>
<td>80</td>
<td>1.13</td>
</tr>
<tr>
<td>90</td>
<td>1.12</td>
</tr>
<tr>
<td>100</td>
<td>1.11</td>
</tr>
</tbody>
</table>

<sup>*</sup> Multiply point estimate from manufacturer experiment by this factor to obtain the upper tolerance limit.

References


Additional References


Appendix A. Sample Data Recording Sheets

Data Sheet #1: Precision Evaluation Experiment

Concentration: Operator:  
Analyte: Reagent Source/Lot:  
Device: Calibrator Source/Lot:  

<table>
<thead>
<tr>
<th>Day #</th>
<th>Date</th>
<th>Result 1</th>
<th>Result 2</th>
<th>Mean</th>
<th>Result 1</th>
<th>Result 2</th>
<th>Mean</th>
<th>Daily Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix A. (Continued)

Data Sheet #2: Precision Evaluation Experiment

Analyte/Concentration:  Device:

<table>
<thead>
<tr>
<th>Day #</th>
<th>Run 1 $(\text{Rep}_1 - \text{Rep}_2)^2$</th>
<th>Run 2 $(\text{Rep}_1 - \text{Rep}_2)^2$</th>
<th>(Mean Run 1 - Mean Run 2)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sums</td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
</tbody>
</table>
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Data Sheet #3: Using Results Labeled (1), (2), and (3) from Data Sheet #2

Section

10.8.1

\[ S_r = \sqrt{\frac{(1) + (2)}{4I}} = \text{________} \]

where \( I \) = number of days

10.8.2

\[ A = \sqrt{\frac{(3)}{2I}} = \text{________} \]

from Data Sheet #1

10.8.2

\( B = \text{Standard deviation of “Daily Means”} = \text{________} \)

10.8.2

\[ S_T = \sqrt{\frac{2B^2 + A^2 + S_r^2}{2}} = \text{________} \]

Calculation of \( T \) (degrees of freedom for total standard deviation estimate)

\[ ME = S_r^2 = \text{_______} \quad MR = 2A^2 = \text{_______} \quad MD = 4B^2 = \text{__________} \]

\[ T = \frac{I(2ME + MR + MD)^2}{2ME^2 + MR^2 + \frac{1}{I-1}MD^2} \]

= \text{________} \]

= \text{________} \text{ (rounded to nearest integer)}
Appendix A. (Continued)

Data Sheet #4: Precision Evaluation Experiment Comparison to Claims

<table>
<thead>
<tr>
<th>Repeatability</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>User SD*</td>
<td>Claim Concentration Level =</td>
</tr>
<tr>
<td>User Variance (SD²)</td>
<td>Degrees of Freedom (R)</td>
</tr>
<tr>
<td>Performance Claim SD</td>
<td></td>
</tr>
<tr>
<td>Variance (SD²)</td>
<td></td>
</tr>
<tr>
<td>(I) (User Variance ÷ Claim Variance) • R =</td>
<td></td>
</tr>
<tr>
<td>(II) Critical Chi-square (from Table 1)</td>
<td></td>
</tr>
<tr>
<td>□ Claim Rejected (I &gt; II)</td>
<td>□ Claim Accepted (I ≤ II)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Device/Method Precision</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>User SD</td>
<td>Claim Concentration Level =</td>
</tr>
<tr>
<td>User Variance (SD²)</td>
<td>Degrees of Freedom (T)</td>
</tr>
<tr>
<td>Performance Claim SD</td>
<td></td>
</tr>
<tr>
<td>Variance (SD²)</td>
<td></td>
</tr>
<tr>
<td>(I) (User Variance ÷ Claim Variance) • T =</td>
<td></td>
</tr>
<tr>
<td>(II) Critical Chi-square (from Table 1)</td>
<td></td>
</tr>
<tr>
<td>□ Claim Rejected (I &gt; II)</td>
<td>□ Claim Accepted (I ≤ II)</td>
</tr>
</tbody>
</table>

* “SD” means standard deviation, and refers to the S_r (calculated), S_T (calculated), or manufacturer claim.
Appendix B. Example of Completed Sample Data Recording Sheets

Data Sheet #1: Precision Evaluation Experiment

Concentration: High
Analyte: Glucose
Device: XYZ
Operator:
Reagent Source/Lot: AA—Lot 87011
Calibrator Source/Lot: AA—Lot 87011

<table>
<thead>
<tr>
<th>Day #</th>
<th>Date</th>
<th>Run 1 Result 1</th>
<th>Run 1 Result 2</th>
<th>Mean</th>
<th>Run 2 Result 1</th>
<th>Run 2 Result 2</th>
<th>Mean</th>
<th>Daily Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7/8</td>
<td>242</td>
<td>246</td>
<td>244</td>
<td>245</td>
<td>246</td>
<td>245.5</td>
<td>244.75</td>
</tr>
<tr>
<td>2</td>
<td>7/9</td>
<td>243</td>
<td>242</td>
<td>242.5</td>
<td>238</td>
<td>238</td>
<td>238</td>
<td>240.25</td>
</tr>
<tr>
<td>3</td>
<td>7/10</td>
<td>247</td>
<td>239</td>
<td>243</td>
<td>241</td>
<td>240</td>
<td>240.5</td>
<td>241.75</td>
</tr>
<tr>
<td>4</td>
<td>7/11</td>
<td>249</td>
<td>241</td>
<td>245</td>
<td>250</td>
<td>245</td>
<td>247.5</td>
<td>246.25</td>
</tr>
<tr>
<td>5</td>
<td>7/14</td>
<td>246</td>
<td>242</td>
<td>244</td>
<td>243</td>
<td>240</td>
<td>241.5</td>
<td>242.75</td>
</tr>
<tr>
<td>6</td>
<td>7/15</td>
<td>244</td>
<td>245</td>
<td>244.5</td>
<td>251</td>
<td>247</td>
<td>249</td>
<td>246.75</td>
</tr>
<tr>
<td>7</td>
<td>7/16</td>
<td>241</td>
<td>246</td>
<td>243.5</td>
<td>245</td>
<td>247</td>
<td>246</td>
<td>244.75</td>
</tr>
<tr>
<td>8</td>
<td>7/17</td>
<td>245</td>
<td>245</td>
<td>245</td>
<td>243</td>
<td>245</td>
<td>244</td>
<td>244.5</td>
</tr>
<tr>
<td>9</td>
<td>7/18</td>
<td>243</td>
<td>239</td>
<td>241</td>
<td>244</td>
<td>245</td>
<td>244.5</td>
<td>242.75</td>
</tr>
<tr>
<td>10</td>
<td>7/21</td>
<td>244</td>
<td>246</td>
<td>245</td>
<td>247</td>
<td>239</td>
<td>243</td>
<td>244</td>
</tr>
<tr>
<td>11</td>
<td>7/22</td>
<td>252</td>
<td>251</td>
<td>251.5</td>
<td>247</td>
<td>241</td>
<td>244</td>
<td>247.75</td>
</tr>
<tr>
<td>12</td>
<td>7/23</td>
<td>249</td>
<td>248</td>
<td>248.5</td>
<td>251</td>
<td>246</td>
<td>248.5</td>
<td>248.5</td>
</tr>
<tr>
<td>13</td>
<td>7/24</td>
<td>242</td>
<td>240</td>
<td>241</td>
<td>251</td>
<td>245</td>
<td>248</td>
<td>244.5</td>
</tr>
<tr>
<td>14</td>
<td>7/25</td>
<td>246</td>
<td>249</td>
<td>247.5</td>
<td>248</td>
<td>240</td>
<td>244</td>
<td>245.75</td>
</tr>
<tr>
<td>15</td>
<td>7/28</td>
<td>247</td>
<td>248</td>
<td>247.5</td>
<td>245</td>
<td>246</td>
<td>245.5</td>
<td>246.5</td>
</tr>
<tr>
<td>16</td>
<td>7/29</td>
<td>240</td>
<td>238</td>
<td>239</td>
<td>239</td>
<td>242</td>
<td>240.5</td>
<td>239.75</td>
</tr>
<tr>
<td>17</td>
<td>7/30</td>
<td>241</td>
<td>244</td>
<td>242.5</td>
<td>245</td>
<td>248</td>
<td>246.5</td>
<td>244.5</td>
</tr>
<tr>
<td>18</td>
<td>7/31</td>
<td>244</td>
<td>244</td>
<td>244</td>
<td>237</td>
<td>242</td>
<td>239.5</td>
<td>241.75</td>
</tr>
<tr>
<td>19</td>
<td>8/1</td>
<td>241</td>
<td>239</td>
<td>240</td>
<td>247</td>
<td>245</td>
<td>246</td>
<td>243</td>
</tr>
<tr>
<td>20</td>
<td>8/4</td>
<td>247</td>
<td>240</td>
<td>243.5</td>
<td>245</td>
<td>242</td>
<td>243.5</td>
<td>243.5</td>
</tr>
</tbody>
</table>
Appendix B. (Continued)

Data Sheet #2: Precision Evaluation Experiment

Analyte/Concentration: Glucose/High  
Device: XYZ

<table>
<thead>
<tr>
<th>Day #</th>
<th>Run 1</th>
<th>Run 2</th>
<th>(Mean Run 1 - Mean Run 2)^2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Rep 1 - Rep 2)^2</td>
<td>(Rep 1 - Rep 2)^2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>1</td>
<td>2.25</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>20.25</td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>1</td>
<td>6.25</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>25</td>
<td>6.25</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>9</td>
<td>6.25</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>16</td>
<td>20.25</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>4</td>
<td>6.25</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>4</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>1</td>
<td>12.25</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>64</td>
<td>4.00</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>36</td>
<td>56.25</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>36</td>
<td>49.00</td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>64</td>
<td>12.25</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>4.00</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>9</td>
<td>2.25</td>
</tr>
<tr>
<td>17</td>
<td>9</td>
<td>9</td>
<td>16.00</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>25</td>
<td>20.25</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>4</td>
<td>36.00</td>
</tr>
<tr>
<td>20</td>
<td>49</td>
<td>9</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Sums (1) 289 (2) 343 (3) 281.00
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Data Sheet #3: Using Results Labeled (1), (2), and (3) from Data Sheet #2

Section

10.8.1

\[ S_r = \sqrt{\frac{(1) + (2)}{4I}} = 2.81 \]  (B1)

where \( I \) = number of days

10.8.2

\[ A = \sqrt{\frac{(3)}{2I}} = 2.65 \]

from Data Sheet #1

10.8.2

\[ B = \text{Standard deviation of “Daily Means”} = 2.34 \]

10.8.2

\[ S_T = \sqrt{\frac{2B^2 + A^2 + S_r^2}{2}} = 3.60 \]

Calculation of \( T \) (degrees of freedom for device standard deviation estimate)

\[ ME = S_r^2 = 7.90 \quad MR = 2A^2 = 14.0450 \quad MD = 4B^2 = 21.9024 \]  (B2)

\[ T = \frac{I(2ME + MR + MD)^2}{2ME^2 + MR^2 + \frac{1}{I-1} MD^2} \]

= 64.76

= 65 (rounded to nearest integer)
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Data Sheet #4: Precision Evaluation Experiment Comparison to Claims

<table>
<thead>
<tr>
<th></th>
<th>User Concentration Level = Gluc/High</th>
<th>Claim Concentration Level = 240 mg/dL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Repeatability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User SD $^*$ 2.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User Variance (SD$^2$) 7.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance Claim SD 2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance (SD$^2$) 6.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I) (User Variance ÷ Claim Variance) $\cdot$ R = 50.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(II) Critical Chi-square (from Table 1) 55.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

☐ Claim Rejected (I > II)
☑ Claim Accepted (I ≤ II)

<table>
<thead>
<tr>
<th></th>
<th>User Concentration Level = Gluc/High</th>
<th>Claim Concentration Level = 240 mg/dL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Device/Method Precision</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User SD 3.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User Variance (SD$^2$) 12.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance Claim SD 3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance (SD$^2$) 11.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I) (User Variance ÷ Claim Variance) $\cdot$ T = 72.65 (NOTE: Answers may vary slightly due to rounding of intermediate results.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(II) Critical Chi-square (from Table 1) 84.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

☐ Claim Rejected (I > II)
☑ Claim Accepted (I ≤ II)

$^*$ “SD” means standard deviation, and refers to the $S_r$ (calculated), $S_T$ (calculated), or manufacturer claim.
Appendix C. Additional Statistical Considerations

C1 Modifications for One Run per Day

For some devices, only one run per day may be needed. Correct and useful estimates of repeatability and within laboratory precision standard deviations for the device can still be obtained. However, the separation of precision into between-day and between-run, within-day components is not possible. The estimate of repeatability standard deviation should be calculated from the following formula:

\[
S_r = \sqrt{\frac{\sum_{i=1}^{I} (X_{i1} - X_{i2})^2}{2I}}
\]  

where:

- \( I \) = total number of days (generally 20)
- \( X_{i1} \) = result for replicate 1 on day \( i \)
- \( X_{i2} \) = result for replicate 2 on day \( i \).

The procedures and specifics of the general protocol as described in the main document should be followed except for running only one run per day instead of two. **NOTE:** There are only half as many degrees of freedom in this estimate as there are with two runs per day.

C1.1 Increasing Degrees of Freedom

Two methods may be used to modify the protocol to increase the number of degrees of freedom for the repeatability estimate.

C1.1.1 Increase Length of Experiment

The number of days in the experiment may be increased, continuing to run only two aliquots of precision test material per run. The formula above may still be used for calculations. A minimum of 30 days is recommended.

C1.1.2 Increase Number of Aliquots

More than two aliquots of material within each run for the 20 days may be analyzed. If this method is used, the within-run standard deviation should be calculated from the following formula:

\[
S_r = \sqrt{\frac{\sum_{i=1}^{I} \sum_{j=1}^{N} (X_{ij} - \bar{X}_{i*})^2}{I(N - 1)}}
\]  

where:

- \( I \) = total number of days
- \( N \) = number of replicate analyses per run
- \( X_{ij} \) = result on replicate \( j \) in run on day \( i \)
- \( \bar{X}_{i*} \) = average (mean) of all replicates on day \( i \).
Appendix C. (Continued)

The number of degrees of freedom in this estimate is then \( l \) times the number of replicates per run minus 1 \([l \cdot (N - 1)]\). Each run must contain the same number of replicates for this formula to be appropriate. **NOTE:** Factor 2 does not appear in the denominator, as now this formula uses the sum of squared deviations from the run mean, as opposed to the convenient shortcut of duplicate observation differences used in previous formulas (appropriate for only two observations).

C1.2 Within-Device or Within-Laboratory Precision Standard Deviation

The within device or within laboratory precision standard deviation estimates should be calculated with \( B \) from the following formulas. With only one run per day, the procedure differs somewhat from the formula described in the main protocol.

Calculate:

\[
B = \sqrt{\frac{\sum_{i=1}^{l} (\bar{X}_{i} - \bar{X}_{\cdot\cdot})^2}{l - 1}}
\]  

(C3)

where:

\( I \) = number of days  
\( \bar{X}_{i} \) = average replicates on day \( i \)  
\( \bar{X}_{\cdot\cdot} \) = average of all results over all days.

C1.2.1 Standard Error

\( B \) is the standard deviation of the daily means (generally called the standard error of the daily means). When only one run per day is performed, the estimate combines the between-day and between-run components of precision. This formula should be used regardless of the number of days or the number of replicates.

C1.2.2 Device or Laboratory Standard Deviation

The estimate of the device or laboratory precision standard deviation from the quantity \( B \) calculated above, and the within-run standard deviation estimate \( S_{r} \), are as follows:

\[
S_{r} = \sqrt{B^2 + \frac{N - 1}{N} S_{r}^2}
\]  

(C4)

where:

\( N \) = number of replicates per run  
\( B \) = standard deviation of daily means  
\( S_{r}^2 \) = repeatability variance estimate (standard deviation squared).

This formula can be used regardless of which method is used to increase the number of observations for repeatability (additional days or additional replicates per run).
Appendix C. (Continued)

C1.2.3 Satterthwaite’s Equation

Use Satterthwaite’s equation to calculate the proper number of degrees of freedom for $S_T$. This is the only way to obtain the proper value for use in the chi-square test of claims described in Section 10.9.2.

Use the following procedure:

$$ME = S_r^2$$ (mean square for within run)

$$MD = N \times B^2$$ (mean square for both runs and days)

Then, calculate $T$ as:

$$T = \frac{1 \times [(N - 1) \times ME + MD]^2}{(N - 1) \times ME^2 + \frac{1}{I - 1} \times MD^2}$$

(C5)

Use the nearest integer to this quantity as the appropriate degrees of freedom for $S_T$.

C2 Other Estimates Available and Derivation of Formulas

Terminology that describes day-to-day or within-day precision has created confusion. Often “day-to-day” is erroneously used to mean precision over a long period of time. Additional confusion results because the parameters of the components of precision are independent of the type of experiment, while the calculations for these estimates differ greatly depending on the number of observations per run, runs per day, and number of days.

C2.1 Between-Day Precision

Statistically, day-to-day (more appropriately called “between-day”) precision is the (adjusted) standard deviation of the daily means, after removing the effects of repeatability and between-run, within-day variability, on the daily averages. Think of it as an estimate of the variability of daily averages that you would expect if you could perform an infinite number of observations each day. If you conduct a single run each day, you can demonstrate that the variance of the daily averages has the following expected value:

$$\text{Var}(\bar{X}) = \frac{\sum_{i=1}^{I} (\bar{X}_i - \bar{X}_{..})^2}{I - 1} = S_D^2$$

(C6)

Expected value: $E(S_D^2) = \sigma_{dd}^2 + \frac{\sigma_r^2}{N}$

where:

$\bar{X}_i$ = average result on day $i$

$\bar{X}_{..}$ = average of all results on all days

$I$ = total number of days
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\[
\begin{align*}
\sigma_{dd}^2 &= \text{true (adjusted) between-day variance} \\
\sigma_r^2 &= \text{true repeatability (within-run) variance} \\
N &= \text{number of replicates per run.}
\end{align*}
\]

As the number of replicates per run increases, the closer the estimate will be to the true parameter (i.e., the repeatability will have a lesser influence on the estimate). The quantity called B cannot be used on the protocol to estimate the between-day precision. An adjustment must be made to this quantity for it to be useful. The adjustment/estimation procedure depends on the number of runs per day and the number of observations per run, but not on the number of days used in the protocol (except in the proper calculation of the original estimates).

C2.2 Two Runs Per Day

For two runs per day and two observations per run, as described in the main protocol, the quantities A and B from Section 10.8.2 should be used to derive the following additional estimates:

Between-day standard deviation:

\[
S_{dd} = \sqrt{B^2 - \frac{A^2}{2}} \tag{C7}
\]

The quantity \( S_{dd} \) is the estimate of the “true” adjusted between-day standard deviation, \( \sigma_{dd} \).

Between-run, within-day standard deviation:

\[
S_r = \sqrt{A^2 - \frac{S_r^2}{2}} \tag{C8}
\]

If working with a new device, it may be useful to calculate these estimates for a better picture of the factors influencing the observed precision.

C2.3 Single Run per Day

For a single run per day and two or more observations per run as described in this appendix, the procedure is somewhat different. The between-day and between-run components of precision cannot be separated. The quantity called B in this case measures the sum of these two components. The only thing to do is to remove the effect of within-run variability from the estimate by calculating the following (N is the number of replicates/run):

\[
S_{dd} = \sqrt{B^2 - \frac{S_r^2}{N}} \tag{C9}
\]

**NOTE:** The interpretation of the quantity \( S_{dd} \) is now the sum of the between-day and between-run within-day effects.
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Also, in some instances, the quantity under the radical above may be negative, which can occur if the between-day true component value is small. If this occurs, then the estimate $S_{dd}$ should be set to 0 (zero). This same caution should be applied to the estimates calculated above for two runs per day.

Data Calculation Sheet #1: Precision Evaluation Experiment

One Run per Day

Analyte/Concentration: Glucose/High  Device: XYZ

<table>
<thead>
<tr>
<th>Day#</th>
<th>Run Variance ($S_r^2$)</th>
<th>Run Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.0</td>
<td>244</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>242.5</td>
</tr>
<tr>
<td>3</td>
<td>32.0</td>
<td>243</td>
</tr>
<tr>
<td>4</td>
<td>32.0</td>
<td>245</td>
</tr>
<tr>
<td>5</td>
<td>8.0</td>
<td>244</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>244.5</td>
</tr>
<tr>
<td>7</td>
<td>12.5</td>
<td>243.5</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>245</td>
</tr>
<tr>
<td>9</td>
<td>8.0</td>
<td>241</td>
</tr>
<tr>
<td>10</td>
<td>2.0</td>
<td>245</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>251.5</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>248.5</td>
</tr>
<tr>
<td>13</td>
<td>2.0</td>
<td>241</td>
</tr>
<tr>
<td>14</td>
<td>4.5</td>
<td>247.5</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>247.5</td>
</tr>
<tr>
<td>16</td>
<td>2.0</td>
<td>239</td>
</tr>
<tr>
<td>17</td>
<td>4.5</td>
<td>242.5</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>244</td>
</tr>
<tr>
<td>19</td>
<td>2.0</td>
<td>240</td>
</tr>
<tr>
<td>20</td>
<td>24.5</td>
<td>243.5</td>
</tr>
</tbody>
</table>

Grand Mean = 244.13

Total WR Variance ($S_r^2$) = 7.225  Variance of Daily Means ($B^2$) = 8.88
Total WR SD ($S_r$) = 2.69  SD of Daily Means ($B$) = 2.98

NOTE: Data used are from the first run of the main protocol example.
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Data Calculation Sheet #2: Precision Evaluation Experiment

One Run per Day

Analyte/Concentration: Glucose/High  Device: XYZ

Calculation of Device (or laboratory) Precision Standard Deviation:

\[ S_r^2 \text{ (from Sheet #1): } 7.225 \]

\[ B^2 \text{ (from Sheet #1): } 8.88 \]

\[ N \text{ (# replicates per run): } 2 \]

\[
\begin{align*}
S_T &= \sqrt{B^2 + \frac{N - 1}{N} S_r^2} = \sqrt{8.88 + \frac{1}{2} (7.225)} \\
&= 3.53
\end{align*}
\]

Calculation of proper number of degrees of freedom for \( S_T \):

\[
\begin{align*}
I &= \# \text{ of days } = 20 \\
ME &= S_r^2 = 7.225 \\
MD &= N \times B^2 = 17.76
\end{align*}
\]

\[
T = \frac{\left[ (N - 1)ME + MD \right]^2}{(N - 1)ME^2 + MD^2} \left( \frac{1}{I} \right) = \frac{7.225 + 17.76}{20} + \frac{17.76^2}{19}
\]

\[
= \frac{624.25}{19.21} = 32.49
\]

Use 32 for \( T \).
Summary of Consensus/Delegate Comments and Committee Responses


General

1. A glossary would be useful either as a “lead-in” section or with definitions clearly called out in the text.

   • A section on “Definitions” has been added as recommended.

2. The protocols for evaluated precision in both EP5-A and EP5-A2 do not strictly apply to hematology testing, since it is not possible to have the same blood specimen tested for several times within a day for 20 days. We can have protocols to estimate repeatability (as defined in EP5-A2), but most of the time other variance estimates (day-to-day, laboratory-to-laboratory, etc) will be confounded.

   • This concern is addressed in the third sentence in the Scope, which states: “These procedures may not be appropriate for some quantitative methods for which adequate test materials do not exist.”

3. I would have preferred to see procedures for the estimation of measurements of uncertainty (ISO).

   • The committee agrees that MU (measurements of uncertainty) is an important concept and that EP5-A2 is closely related. This is addressed in the fifth paragraph of the Foreword, which states that the precision estimates from EP5-A2 are components of measurement uncertainty, but that GUM (ISO Guide to the Expression of Uncertainty in Measurement) estimates of MU that comply with ISO procedures are beyond the scope of the document. This is because laboratory-specific estimates of uncertainty may contain components of error other than precision, and may involve corrections for bias.

4. The recommended number of days (20) should be given in terms of ‘repeats for a certain factor’ (or degrees of freedom) to make it more general to any deviation from the base protocol. In addition, a factor that is expected to introduce more variability should be repeated more times than some other that is fairly constant.

   • See response to comment number 6, below. See also Appendix C for discussion of modifications.

5. Formulas for calculating precision apply to experiments conducted exactly as described in the protocol. These formulas are totally or partially useless and sometimes misleading when even slight deviations from the protocol (e.g., having three replicates instead of two) are implemented. Currently, there are faster and more elegant ways for obtaining estimates of variance components. I think discussions should be based on the use of commercial statistical software (similar to EP6-A), while these formulas can be put together in an appendix for reference.

   • The formulae for unbalanced designs are quite complex and beyond the scope of this document. To be fully general for all situations would reduce the usefulness for less statistically sophisticated users, as explained in the Foreword (third paragraph). While many statistical software packages correctly calculate variance components, not all of them do. Further, these software packages can be difficult to interpret and are best left to the attention of professional statisticians.

Section 7, Statistical Power of Precision Estimates

6. Section 7 does not provide any ‘concrete’ guideline for sample size. The discussion is purely academic.
• It is the intent of the committee to specify a minimum number and guidance for when a situation might require larger numbers. Goal-based experimental design is beyond the scope of the document, but might be considered in a future version.

Section 7.2, Statistical Comparison with the Manufacturer

7. Make degrees of freedom consistent. Use either 100 or 40 for both.

• Section 7.2 presents guidance that is consistent with the general protocol, which allows the user to choose the number of samples to test. In this document, 100 and 40 are presented as different ends of the range of recommended replicates, not as a choice of one or the other.

Section 10.9.1, Repeatability Comparison

8. In the description of equation (5) “square of the” is not needed.

• While the committee agrees that “square of the” is not needed, the committee’s opinion is that the current text is less confusing, since $S_r$ is defined as the estimate of repeatability, which is squared in the equation.
## The Quality System Approach

NCCLS subscribes to a quality system approach in the development of standards and guidelines, which facilitates project management; defines a document structure via a template; and provides a process to identify needed documents. The approach is based on the model presented in the most current edition of NCCLS document HS1—*A Quality System Model for Health Care*. The quality system approach applies a core set of “quality system essentials (QSEs),” basic to any organization, to all operations in any healthcare service’s path of workflow (i.e., operational aspects that define how a particular product or service is provided). The QSEs provide the framework for delivery of any type of product or service, serving as a manager’s guide. The quality system essentials (QSEs) are:

<table>
<thead>
<tr>
<th>Documents &amp; Records</th>
<th>Equipment</th>
<th>Information Management</th>
<th>Process Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>Purchasing &amp; Inventory</td>
<td>Occurrence Management</td>
<td>Service &amp; Satisfaction</td>
</tr>
<tr>
<td>Personnel</td>
<td>Process Control</td>
<td>Assessment</td>
<td>Facilities &amp; Safety</td>
</tr>
</tbody>
</table>

EP5-A2 addresses the quality system essentials (QSEs) indicated by an “X.” For a description of the other NCCLS documents listed in the grid, please refer to the Related NCCLS Publications section on the following page.

<table>
<thead>
<tr>
<th>Documents &amp; Records</th>
<th>Organization</th>
<th>Personnel</th>
<th>Equipment</th>
<th>Purchasing &amp; Inventory</th>
<th>Process Control</th>
<th>Information Management</th>
<th>Occurrence Management</th>
<th>Assessment</th>
<th>Process Improvement</th>
<th>Service &amp; Satisfaction</th>
<th>Facilities &amp; Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>C24</td>
<td>EP10</td>
<td>EP15</td>
<td>M29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adapted from NCCLS document HS1—*A Quality System Model for Health Care.*
Related NCCLS Publications*

C24-A2  Statistical Quality Control for Quantitative Measurements: Principles and Definitions; Approved Guideline—Second Edition (1999). This guideline provides definition of analytical intervals; plans for quality control procedures; and guidance for quality control applications.


EP15-A  User Demonstration of Performance for Precision and Accuracy; Approved Guideline (2001). This guideline demonstrates method precision and accuracy for laboratory analyte determinations, utilizing a protocol designed to be completed within five or fewer working days.

M29-A2  Protection of Laboratory Workers from Occupationally Acquired Infections; Approved Guideline—Second Edition (2001). Based on U.S. regulations, this document provides guidance on the risk of transmission of hepatitis viruses and human immunodeficiency viruses in any laboratory setting; specific precautions by preventing the laboratory transmission of blood-borne infection from laboratory instruments and materials; and recommendations for the management of blood-borne exposure.

* Proposed- and tentative-level documents are being advanced through the NCCLS consensus process; therefore, readers should refer to the most recent editions.